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• Related learning settings: semi-supervised learning, 

clustering, multi-instance learning etc. 

• Learning with label proportions: former works rely 

heavily on the “mean of each bag” 
– MeanMap (Quadranto et al., 2009) 

• exponential model 

• class-conditional distribution of data is independent of the bag 

– Inverse Calibration (Rueping, 2011) 

• large-margin regression 

• mean of each bag has a soft label corresponding to its label proportion 
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• Performance of different techniques on 12 datasets from the 

UCI/LibSVM repository. 

• Follow the experimental setting of (Rueping, 2011): 

– Random bag generation (with different bag sizes). Performance of 5-

fold cross validation. 

– Linear and RBF kernels. 
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-- on the dna-1 dataset, with RBF kernel and bag size 64, alter-∝SVM outperforms 

the former works by 22%.  

Horizontal: bag size 
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Future works/ Open issues 


